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Abstract

This thesis explore the energy efficiency of task based programming with OpenMP SuperScalar

(OmpSs) on the heterogeneous Samsung Exynos 5422 system on a chip. The system features

small energy efficient cores, large high performance cores and a GPGPU, and OmpSs tasks were

run on all three different processors. Experiments running a genetic algorithm and a Cholesky

decomposition were used to gather results.

The option of running applications on the energy efficient cores, on the high performance

cores or on a combination of processor cores and the GPU, allow programs to chose between en-

ergy efficiency or performance as necessary. The results showed that the energy efficient cores

are the best option when performance is not an objective, while utilizing both high performance

and energy efficient cores together gives the highest performance. For applications that are

suited to utilize the GPU, it is possible to get a large increase in both performance and energy

efficiency.

The complexity of developing parallel applications is one of the main obstacles of heteroge-

neous systems. The results showed that task based programming is a feasible solution to make

development less complex, while maintaining both the parallel performance and energy effi-

ciency of the system.
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Problem statement

The CARD group has available several platforms with Exynos 5 MPSoCs (Multi-Processor System

on Chip) from Samsung. These chips are used in numerous products, among them state-of-

the-art high end smartphones and tablets. These heterogeneous multicores combine the ARM

Cortex multicore (big.LITTLE) and the ARM Mali GPU developed in Trondheim.

Numerous research projects in Europe including the Mont Blanc project ( www.montblanc-

project.eu/ ) are using the OmpSs task based programming system. OmpSs is short for Open MP

SuperScalar, and it extends OpenMP with an enhanced task concept to improve the portability

of parallel programs (pm.bsc.es/ompss). The programming system is tailored both for CPUs

and GPUs, and is an important contribution towards increased performance and programma-

bility of heterogeneous multicores. OmpSs can dynamically handle several implementations of

the same task, making it easy to explore the performance and energy efficiency of alternative

parallelisation strategies, algorithms and implementations.

The project is focussed at doing performance evaluation experiments for getting insight in

how parallelization to different cores can impact on performance and energy efficiency. The

student should evaluate at least 2 different applications or benchmark-programs. It is a goal

that both the CPU and GPU are used in at least one of the applications, and the GPU should be

programmed using OpenCL. One of the applications can be a Genetic Algorithm computation.

The other can be taken from the Mont Blanc application kernels, the Dimacs Implementation

Challenges or some other well known benchmark suite.

The project is part of the EECS Strategic Research projects at IME (www.ntnu.edu/ime/eecs).

The project is reserved for student Rune Holmgren as a continuation of last years autumn

project.

Main supervisor: Prof. Lasse Natvig

Co-supervisor: Toni Garcia, ARM - Trondheim
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Chapter 1

Introduction

In this chapter the motivation for the project, the project scope and goals, and thesis outline is

presented.

1.1 Motivation

Hardware development today is facing many large issues that are holding back the technology.

Single core is close to the wall for frequency, instruction-level parallelism and memory access.

The increase in performance of cores have been slowing down, and development was forced

to change focus. This led to the development of multicore processors. Unfortunately multi-

core systems are limited by the applications ability to run in parallel. This limits the number

of cores that can be used before typical applications no longer gain performance. A solution to

this problem might be heterogeneous systems with different specialized processor cores. The

HiPEAC (European Network of Excellence on High Performance and Embedded Architecture

and Compilation) roadmap [1] consider the complexity of software development for heteroge-

neous systems one of the main challenges of transitioning from conventional shared memory

multiprocessors to heterogeneous systems. OpenMP SuperScalar (OmpSs) is a proposed solu-

tion to solving this.

Energy efficiency is a problem that is currently limiting most areas in hardware technology.

In development of new technology is limited both by the cost of power in terms of both battery

life and higher power bills and systems producing too much heat. Achieving higher energy effi-

ciency will enable lower power or higher performance in systems. Heterogeneous systems is an

emerging technology that is a proposed solution to lowering power [2]. This thesis will explore

the energy efficiency of the Samsung Exynos 5 heterogeneous multicore system on a chip (SoC).

The SoC include four ARM Cortex-A7 low energy cores, four ARM Cortex-A15 high performance

cores and an ARM Mali-T628 GPU. The performance and energy properties of all these devices

will be explored.

2
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1.2 Project Scope and Goal

The goal of this project is to explore the energy efficiency properties of task based program-

ming on heterogeneous multiprocessors systems. Experiments with two test applications using

OmpSs task based programming will be ran on the ODROID-XU3. The ODROID-XU3 features

the heterogeneous Samsung Exynos 5422 SoC with two different ARM processor cores and an

ARM GPU. The experiments will compare running on different configurations of the proces-

sors, including the GPU. The results should show the strengths and weaknesses of task based

programming on heterogeneous systems with focus on the energy efficiency of the system.

1.3 Outline

This section gives a short outline of the report. Chapter 2 covers background. It covers the prin-

ciples of energy efficiency, task based programming and OmpSs, heterogeneous systems and

ARM big.LITTLE, the experiment platform and the test applications used in the experiments.

Some sections of this chapter are from my own pilot project done the autumn of 2014 [3]. Chap-

ter 3 present related work that can be relevant for the reader. Chapter 4 cover the setup and

methodology used in the experiments. Information about how the experiments were run is cov-

ered in this section. Chapter 5 covers the implementation of the test applications used in the

experiments. Chapter 6 present the results from the experiments and discuss them. Chapter 7

cover the conclusion that can be drawn from the results. Chapter 8 cover future work.



Chapter 2

Background

In this chapter covers background that is useful to understand the context of the problem state-

ment, scope and goal of this thesis.

2.1 Energy efficiency

Energy efficiency is important for most computer systems today. Mobile devices needs to de-

liver performance with a long battery life, while server infrastructure need to deliver high per-

formance with a low power bill.

Energy measurement

The interesting raw power properties of a system are voltage and current. In systems featuring

sensors for such data, the data can be gathered while executing a program. By analyzing the

data, it is possible to optimize the program for energy efficiency.

The power of the system is the product of the voltage and current, as shown in Equation 2.1.

This is interesting to observe in applications that run when the system is standing by. When ex-

ecution time does not matter, the energy consumed per second becomes the important metric.

Power =Cur r ent ×V ol t ag e (2.1)

Often the system is executing a program for a duration, and as soon as it is done the system

can be shut down. In such cases, it is interesting to measure how much energy the system con-

sumed during execution. The product of the system’s power and the problem’s execution time

is as shown in Equation 2.2 the total amount of energy consumed.

Ener g y consumpti on(Joule) = Power (W at t )×E xecuti on ti me(Second) (2.2)

4
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There are many cases where a balance between energy efficiency and the performance trade

off is interesting. This is when the energy delay product of the system becomes interesting.

This is an interesting property for both scientific experiments and programs executed on regular

systems. In research experiments, the goal may be to obtain energy efficiency or performance.

In real life applications the goal will normally be a balance between the two. On regular systems

in real life applications, both energy and performance matter. Users do not want to wait longer

than necessary for the system to complete its task. Neither do they want the system to run out

of battery or the power bill to grow too big.

Ener g y del ay pr oduct = Ener g y ×E xecuti on ti me (2.3)

The energy delay product of a system is calculated by multiplying the execution time of the

application with its energy, as shown in Equation 2.3.

2.2 Task based programming

Task based programming [4] allows a programmer to work with parallel programs, with abstrac-

tion from the parallelization itself. When programming with this model, the program can be

split into tasks that can runs in parallel. When the program run, it will run with a runtime en-

vironment working as a task manager. This task manager can dynamically assign tasks to the

processors, and the programmer does not have to handle all the time-consuming tasks related

to manual parallelization. As long as the programmer correctly handles task dependencies in

the parallelized code, it will be possible to write this kind of code as if it was serial.

The task based programming model also allows simpler development of portable programs.

When the program is running tasks, it is not a problem to allow it to run on them on a larger

or smaller numbers of processors. The processors can be conventional multi core processors,

GPUs, heterogeneous multiprocessors or even clusters.

Several implementations of task based programming models exist, although most are proto-

types used for research as of now. Examples are OmpSs which is central for this thesis and StarSs

from which OmpSs takes many of it’s features. There exist other implementations like ClusterSs

which also include features from StarSs.

2.3 OpenMP Super scalar

OmpSs [5] is a task based programming model being developed at the Barcelona Supercom-

puting Center. It is an effort to extend OpenMP with features from the StarSs programming

model, and support accelerator APIs like CUDA and OpenCL. OmpSs utilizes task level par-

allelism to support asynchronicity and heterogeneity on multiprocessors systems and cluster

computers. The goal of OmpSs is to unify the development of applications for shared-memory
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processors, heterogeneous architectures and cluster computer systems. OmpSs features are

used by OpenMP-like annotations in the code, which are used by the Mercurium source-to-

source compiler to create calls to the runtime system. NANOS++ runtime system will receive

these calls from the program and create tasks accordingly. The result is compiled to native code

and linked with NANOS++ for an independent program.

OpenMP and StarSs

"StarSs + OpenMP = OmpSs" [6].

OpenMP [7] is a portable parallel programming API for shared memory multiprocessors sys-

tems. It controls runtime behavior of programs through compiler directives, library routines

and environment variables [8]. It is available on most processor architectures and operating

systems, offering portability for parallel programs across these systems.

StarSs [9] is a programming model achieving task based programs through directives in se-

quential programs. It is extended to support a wide range of platforms including conventional

shared-memory processors, GPGPUs, and clusters. OmpSs is an effort of extending OpenMP to

support the features of StarSs in a single programming model.

The high expressiveness of OpenMP is maintained in the tasks of OmpSs while also using

the automatic data transfers and runtime analysis of StarSs. OpenMP is built on a fork-join

thread model, which is replaced by a scheduler maintained thread pool model in OmpSs. This

makes OmpSs a task based programming model. In OpenMP, the programmer has to consider

the underlying physical hardware available. In OmpSs this is replaced by declarations of depen-

dencies, granting the advantages of task based programming discussed in Section 2.2

The Nanos++ runtime environment and the Mercurium compiler

NANOS++ [10] is a runtime environment for parallel programs running on shared memory sys-

tems. OmpSs programs run on top of Nanos++. Runtime parallelization of OpenMP programs

is the main purpose of NANOS++, but it is designed to be flexible enough to support other pro-

gramming models. One such programming model is OmpSs.

Mercurium is a source-to-source compiler used to translate OmpSs directives into Nanos++

task creation calls. After compiling OmpSs programs with Mercurium, they are compiled down

to native code and linked with the Nanos++ Runtime Library by a conventional compiler. OmpSs

directive calls will trigger Nanos++ library calls while running, and Nanos++ will execute them.
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Scheduling

Figure 2.1: Nanos++ scheduler. Figure is taken from [11].

Figure 2.1 shows the workflow of the Nanos++ runtime environment used by OmpSs. The core

in Nanos is a thread pool, a set of available workers and a dependency graph. The thread pool

is managed by Nanos++ and is used to run tasks in parallel. OmpSs programs make calls to

Nanos++ to create tasks. These tasks are added to the dependency graph. When a graph node

has no parents in the dependency graph, it is available for workers in the ready queue. The

workers are the available processing units. A free worker will be assigned an available task from

the dependency graph. When the task is done, the worker will enter the ready queue and wait

until it is assigned another task.

Using OmpSs

OmpSs programs are written mostly as serial programs, but with directives to trigger subrou-

tines in OmpSs. The directives may also specify what device to target for the code. Heteroge-

neous multi-core processors or conventional SMPs are the most straightforward devices to use,

but also accelerator APIs like CUDA and OpenCL can be targeted. These directives specify what

parts of the code to run as tasks, what dependencies these parts have and on what device to

run the code. It is also possible to add multiple implementations of a task targeting different

devices. If an OpenCL implementation and an SMP implementation both exist, the scheduler

will be able to use either device to run the task.

There are four dependencies that can be used OmpSs directives. An lvalue is the storage

address where a variable is stored. It is used to unambiguous refer to the correct dependencies.

Descriptions are from [5]:
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input:

The task will not be eligible to run as long as a previously created task with an output

clause applying to the same lvalue has not finished execution.

output:

The task will not be eligible to run as long as a previously created task with an input or

output clause applying to the same lvalue has not finished execution.

inout:

The task that evaluates to a given lvalue is considered to have an input clause and an

output clause that evaluates to the same lvalue.

inout-set:

Same as inout, except that it will not create dependencies to other tasks with and inout-set

clause evaluating to the same lvalue.

By adding these annotations in OmpSs directives, the scheduler will be able to build a de-

pendency graph like the one in Figure 2.1. The tasks are then executed in an order selected by

the scheduler. This allows the programmer to focus on the problem, and let the scheduler avoid

the challenges of race conditions by using the dependencies.

Listing 2.1: Example OmpSs task with inout dependencies and implementations for both SMP

and OpenCL.

#pragma omp task inout([N]c_population, [N]n_population) no_copy_deps

void one_generation(int* c_population, int* n_population ...) {

// C code for conventional SMP environment

}

#pragma omp target device(opencl) copy_deps implements(one_generation)

void one_generation_opencl(int* c_population, int* n_population ...) {

// OpenCL kernel code

}

In Listing 2.1 an example of an OmpSs task with dependencies and multiple implementa-

tions is shown. When this function is called in an OmpSs program, the runtime environment

will ensure that the dependencies are resolved and run it on an available device. If multiple calls

are made in the program, the tasks will be able to run in parallel without further action by the

programmer.

Scheduling

When a task is ready for execution, it is assigned to a worker by Nanos++. There are several

scheduling policies that use different strategies to distribute these tasks. They differ in what
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tasks are given priority under which conditions, and what worker is assigned the tasks. The

experiments of this thesis are run on a single-ISA heterogeneous processor, and because of this

the bottom level-aware scheduler is used.

The following are the scheduling policies that are used for nonclusters (The descriptions are

taken from [12]):

Breath first:

This scheduler policy only implements a single global ready queue. When creating a task

with no dependences (or when a task becomes ready after all its dependences has been

fulfilled) it is placed in this ready queue. Ready queue is ordered following a FIFO (First In

First Out) algorithm by default, but it can be changed through parameters. Breadth first

implements immediate successor mechanism by default (if not in conflict with priority).

Distributed breath first:

Is a breadth first algorithm implemented with thread local queues instead of having a sin-

gle/global ready queue. Each thread inserts its created tasks into its own ready queue

following a FIFO policy (First In First Out, inserting in queue’s front and retrieving from

queue’s back) algorithm. If thread local ready queue is empty, it tries to execute current

task’s parent (if it is queued in any other thread ready queue). In the case parent task can-

not be eligible for execution it steals from next thread ready queue. Stealing retrieves tasks

from queue’s front (i.e. the opposite side from local retrieve).

Work first:

This scheduler policy implements a local ready queue per thread. Once a task is created it

chooses to continue with the new created task, leaving current task (creator) into current

thread’s ready queue. Default behaviour is implemented through FIFO access to local

queue, LIFO access on steal and steals parent if available which actually is equivalent with

the cilk scheduler behaviour.

Socket-aware scheduler:

This scheduler will assign top level tasks (depth 1) to a NUMA node set by the user before

task creation while nested tasks will run in the same node as their parent. To do that, the

user must call the nanos_current_socket function before executing tasks to set the NUMA

node the task will be assigned to. The queues are sorted by priority, and there are as many

queues as NUMA nodes specified (see num-sockets parameter). Besides that, changing

the binding start and stride is not supported. Work stealing is optional. By default, work

stealing of child tasks is enabled. Upon initialisation, the policy will create lists of valid

nodes to steal. For each node, the policy will only steal from the closest nodes. Use nu-

mactl –hardware to print the distance matrix that the policy will use. For each node, a

pointer to the next node to steal is kept; if a node steals a task, it will not affect where other
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nodes will steal. There is an option to steal from random nodes as well, and to steal top

level tasks instead of child tasks.

Bottom level-aware scheduler:

This scheduler targets single-ISA heterogeneous machines that maintain two kinds of

cores (fast and slow, such as ARM big.LITTLE). The scheduler detects dynamically the

longest path of the task dependency graph and assigns the tasks that belong to this path

(critical tasks) to the fast cores of the system. The detection of the longest path is based on

the computation and the usage of bottom-level longest-path priorities, that is the length

of the longest path in the dependency chains from each node to a leaf node. There are

two queues for the ready tasks, one per processor kind. Fast cores retrieve tasks from their

unique queue and slow cores retrieve tasks from the other queue. The queues are sorted

according to the task priority (bottom level). Work stealing is enabled by default for fast

cores: a fast core steals a task from the slow-cores’ queue if it is idle. Optionally, work steal-

ing can be performed by both sides if the parameter NX_STEALB is enabled. The policy

can be flexible or strict, meaning that the flexible policy considers more tasks as critical,

while the strict limits the number of critical tasks.

2.4 Heterogeneous systems

Conventional multicore shared memory processors have several identical cores. Accelerators

like GPUs are connected to an external bus and have no direct communication to the processor

cores or their memory hierarchy. It is irrelevant which of the processors are used to run a process

or thread. Adding more processors increase parallel processing power linearly. Heterogeneous

systems have dissimilar processors working together. The different cores typically incorporate

specialized features to handle particular tasks. Different tasks can be assigned to suitable pro-

cessors to increase their performance or energy efficiency. Multiple or all of the processors in

heterogeneous systems can be configured in a shared-memory architecture. They will then have

access to data from each other without spending time transferring the data on a bus.

An emerging use of heterogeneity is single ISA-architectures [2]. Single ISA heterogeneous

architectures have multiple dissimilar processors with a common ISA. A programs is able to run

on any of the processors without altering the program. They typically use cores supporting all of

the same features, but with different performance and energy efficiency properties. Single ISA

heterogeneous architectures can increase energy efficiency by 39% percent while sacrificing 3%

performance compared to traditional homogeneous architectures. By optimizing the Schedul-

ing for energy delay product, an energy delay product can be improved by a factor of 3 while

sacrificing 22% performance [2].

Another promising use of heterogeneity is heterogeneous-ISA architectures. Heterogeneous-

ISA architectures have dissimilar cores with different ISAs. A program for one ISA can not run
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on the processors with different ISAs unless it’s changed. A common use of heterogeneous-ISA

architecture is to add a GPU among the processor cores. The GPU require programs written in

another way than conventional programs, but the programs are able to utilize a high level of

parallelism. This GPU is available on the same bus as the other cores, and they share a common

bus and memory system. Figure 2.2 shows an example of such an interconnected bus. Assign-

ing tasks to the GPU can be very efficient on such systems because there is less overhead from

data transferring over the bus than in conventional systems. Heterogeneous-ISA architectures

can increase performance by 21%, energy savings by 23% and reduce the energy delay product

by 32% compared to single ISA architectures [13].

The Samsung Exynos 5422 used in this thesis features both ARM Cortex-A15 and ARM Cortex-

A7 cores that share a common ISA, as well as an ARM Mali-T628 GPU. All these cores are inter-

connected in a shared-memory system with a common connection.

2.5 ARM big.LITTLE

ARM big.LITTLE [14] is a power-optimization technology that allow ARM processors with a com-

mon instruction set and feature set, but with different performance and energy efficiency, to co-

operate. A system with ARM big.LITTLE will feature high-performance processor cores, which

meet the performance demand from modern systems. It will also feature energy efficiency

tuned low power cores with lower performance, which meet the energy efficiency demand of

modern systems. It is possible to run high performance applications on the large processors, or

even both the large and small processors simultaneously. Applications demanding less perfor-

mance can be run without use of the high-performance cores. In this way the system can save

power, and increase battery life or lower the power bill of the system.
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Figure 2.2: Big.LITTLE architecture with cache coherent interconnected ARM Cortex-A15 cores,
ARM Cortex-A7 cores and an ARM Mali-T6XX GPU. The figure is from [15].

When utilizing systems with ARM big.LITTLE, it is not necessary for the programmer to

specifically program for this system. Big.LITTLE MP is an underlying software that will auto-

matically and seamlessly move workloads between processor cores. When the system is running

general parallel problems, the added small cores in the system can give a performance increase

of over 40% [16]. At the same time, tasks with low performance demand can exhibit power sav-

ings in the range of 30%-50% [16] on the SoC level. In Figure 2.2 the architecture of a typical

ARM big.LITTLE system with Cortex-A15 cores and Cortex-A7 cores is shown.

2.6 Experiment platform

In this section the properties and features of the ODROID-XU3 experiment platform will be elab-

orated.
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2.6.1 ODROID-XU3

Figure 2.3: ODROID-XU3

The ODROID-XU3 is a new single-board computing system depicted in Figure 2.3, offering in-

teresting properties for these experiments. The system has an Exynos 5422 heterogeneous SoC.

Exynos 5422 has a quad core ARM Cortex-A15 CPU and an ARM Mali-T628 GPU, but also a

smaller quad core ARM Cortex-A7 processor. These 3 different processing units can be used si-

multaneously to solve problems. They use ARMs big.LITTLE architecture, described in section

2.5, to achieve this heterogeneous cooperation. In this thesis the performance and energy effi-

ciency of this kind of heterogeneous processor will be explored. This is the system that will run

most of the experiments, including all energy efficiency experiments. In Table 2.1, the system

specifications of the board are listed.
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SoC Samsung Exynos 5422

CPU 1

Model ARM Cortex-A15

Manufacturing process 32nm

Maximum clock frequency 2.0GHz

Number of cores 4

L2 Cache 512KB

L1 Cache 32KB/32KB I/D

CPU 2

Model ARM Cortex-A7

Manufacturing process 32nm

Maximum clock frequency 1.4GHz

Number of cores 4

L2 Cache 2MB

L1 Cache 32KB/32KB I/D

GPU

Model ARM Mali-T628 MP6

Maximum clock frequency 600 MHz

Memory

Available memory 2 GB

Maximum clock frequency 933MHz

Operating system

Distribution Linux odroid

Version 3.10.54+

Table 2.1: ODROID-XU3 specifications

Performance

The ODROID-XU3 features a Samsung Exynos 5422 system on a chip. There are four ARM

Cortex-A15 running at up to 2GHz and four ARM Cortex-A7 running up to 1.4GHz. These cores

offer both high performance through the ARM Cortex-A15 cores and low energy computations

through the ARM Cortex-A7. The 2GB of RAM is LPDDR3 RAM running at 933MHz yielding

14.9GB/s memory bandwidth[17]. The ARM Mali-T628 is a versatile GPU with support for many

popular APIs for graphics and GPU computation. It is clocked to 600MHz in the Samsung

Exynos 5422.
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More details on the CPU cores can be found in Sections 2.6.2 and 2.6.3, and more informa-

tion about the GPU can be found in Section 2.6.4

The ODROID-XU3 features the new eMMC 5.0 standard for storage. The performance of

this standard outperforms both older eMMC standards, as well as memory card readers, which

other similar systems may contain. The ODROID-XU3 can achieve a read/write performance of

198/74 MB/s[17], which a lot better than older systems like the Arndale Board.

2.6.2 ARM Cortex-A15

The ARM Cortex-A15 is a high performance processor used in a wide range of mobile and em-

bedded devices. The specifications of the core are listed in Table 2.2. Systems can implement

these cores with many other devices. It support many performance and energy efficiency boost-

ing technologies, including DSPs, GPUs and ARM big.LITTLE.

Frequency 1.0 GHz to 2.5GHz

L1 Cache 64KB

L2 Cache 4 MB

L3 Cache None in core, may be implemented shared in multi core system.

Architecture ARMv7-A

Architecture ARMv7-A

Supported features TrustZone® security technology

NEON™ Advanced SIMD

DSP & SIMD extensions

VFPv4 Floating point

Hardware vitalization support

Integer Divide

Fused MAC

Hypervisor debug instructions

Memory management 40-bit ARMv7 Memory Management Unit

Table 2.2: ARM Cortex-A15 specifications

2.6.3 ARM Cortex-A7

The ARM Cortex-A7 is designed to be a low power alternative to the ARM Cortex-A15 and ARM

Cortex-A17, with the same supported ISA and features. The specifications of the core are listed

in Table 2.3. This enables the ARM Cortex-A7 to be paired with its larger relatives in an ARM
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big.LITTLE configuration. The Exynos 5422 SoC on the ODROID-XU3 board features 4 of these

cores.

Frequency 1.2 GHz to 1.6GHz

L1 Cache 8-64KB

L2 Cache up to 1 MB

L3 Cache None in core, may be implemented shared in multi core system.

Architecture ARMv7-A

Supported features ARM Thumb-2

TrustZone® security technology

NEON™ Advanced SIMD

DSP & SIMD extensions

VFPv4 Floating point

Hardware vitalization support

Integer Divide

Fused MAC

Hypervisor debug instructions

Memory management 40-bit ARMv7 Memory Management Unit

Table 2.3: ARM Cortex-A7 specifications

2.6.4 ARM Mali-T628

This is a high performance low power mobile GPU. The specifications of the GPU are listed in

Table 2.4. The ODROID-XU3 board features one of these in it’s Exynos 5244 SoC.
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Frequency 533/695 MHz

17/23.7 GFLOPS

Multi core support 1-8 cores

API Support OpenGL 1.1, 2.0, 3.0 and 3.1

OpenCL 1.1

DirectX 11

RenderScript

Anti-Aliasing 4xFSAA with minimal performance drop

16xFSAA

Cache 32-256KB L2 cache

Table 2.4: ARM Mali-T628 specifications

2.7 Test applications

In this section the background of the two test applications will be introduced.

2.7.1 Genetic algorithm

Genetic algorithms are search heuristics inspired by evolution. They have applications within

optimization and search problems. Problems where genetic algorithms are suited typically have

a large solution space with candidates consisting of a set of parameters. Candidate solutions

must be possible to encode as a string of genes similar to a chromosome. With a solution space

of such chromosomes, a genetic algorithm will be able to explore and exploit solution candi-

dates. A genetic algorithm works on a population of individuals, each containing a chromo-

some. It will mutate individuals and recombine the population of solution candidates while the

evolutionary behavior will preserve information in the genes that are effective for solving the

problem. By repeating this process and selecting parents with a bias to strong candidates, the

individuals will normally develop into better and better solutions to the problem.

There are many variations of genetic algorithms that improve or alter them in different ways.

Most of these variations are outside the scope of this thesis. The canonical genetic algorithm is

what will be explored, as well as the island model for parallelization of the genetic algorithm.

Figure 2.4 shows the canonical genetic algorithm. It is the typical textbook variation of a genetic

algorithm introduced by John Holland and his students in 1975[18].
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Figure 2.4: The steps of the canonical genetic algorithm.

All genetic algorithms need an initial population to work on. The individuals for this initial

population are typically generated randomly [19]. The individuals in the canonical genetic algo-

rithm are bit strings of a specific length. Each bit represents a parameter of the problem and the

evaluation function. Not all problems have solution candidates that are easily represented as a

bit string. Often a string of numbers or symbols is used. In genetic algorithms where the prob-

lem demands solutions on a specific form the individuals may be generated by an algorithm. An

example of this is the traveling salesman problem, where you have to make sure that each town

is visited once and only once [20]. Finding a suited encoding of the solution candidates of a

problem, is normally one of the two problem dependent challenges of using genetic algorithms

to solve it. The other is creating an evaluation function.

The first step of the main loop in a genetic algorithm is to evaluate all the individuals. When

a genetic algorithm is used to search for a solution to a problem, there must be some way to

determine how good a solution is. The fitness function for a problem will take a single individ-

ual as input and generate a score representing how good individual is as a solution candidate.

Comparing the fitness function of two individuals should reflect how good they are compared

to each other. Creating an evaluation function that accurately represents how good a solution
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candidate is, can be challenging. An evaluation function that does not reflect well enough upon

good solutions, risk missing promising areas of the solution space.

When the population has been evaluated, the next three steps in the genetic algorithm will

generate the next generation of individuals. First is the selection step. The next generation

needs to inherit properties from the last generation to be able to improve over time. Selecting

random individuals with a bias for selecting strong individuals is the normal approach. Many

strategies for selecting these individuals exist. In this thesis, a wheel of fortune strategy was

used. A range from 0 to the sum of the population’s fitness values is divided such that each

individual gets a portion the size of it’s own fitness value. Then a random point in the range is

selected, and the individual that owns that portion of the range gets selected. This is repeated

until enough individuals for the next generation have been selected. Strong individuals are likely

to get selected multiple times while weak individuals are likely to get selected only rarely.

The next step in generating the next generation is the crossover step. To gain the strengths

of the previous generation, two parents from the current generation are used in generating two

children for the next generation. Their genes are combined, picking some bits from one parent

and some from the other. Each gene in their gene string is given a random chance of being

swapped between the two individuals. After all genes are swapped or left intact at random,

two new individuals have been generated. These new individuals are then added to the next

generation.

The final step in generating the next generation is the mutation step. In this step, small

changes are made to random individuals to make sure that the genetic algorithm is able to dis-

cover new areas of the solution space. At a set mutation rate, each gene in each individual, is

given a chance to change randomly. The mutation rate is typically small enough to only make

minor changes to some individuals, to make sure that not all good solution candidates are ru-

ined. It still needs to be large enough to make sure that new areas of the solution space is ex-

plored.

When the next generation is done, it is time to check if the termination condition of the

genetic algorithm is met. If they are not met, another generation of the genetic algorithm will be

started. To stop the algorithm from running too long, a maximum number of generations may

also be used. The algorithm will then terminate when the maximum number of generations

has been reached, and the gene string of the best individual that has been found will be used

as the solution. It is normal to have some target fitness value for the genetic algorithm to reach

before termination. When an individual with a higher fitness value than the target fitness value

has been found, that individual’s gene string is the solution. The target fitness value is typically

high enough to be used as a solution to the problem. This is because the perfect fitness value

for problems solved by genetic algorithms is often unknown, and because the problems are too

hard to be solved optimally. In some other cases only a perfect solution is accepted.
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Island model

The island model for genetic algorithms will split the population into several subpopulations.

It occasionally allow individuals to migrate between the subpopulations. By doing these ex-

changes, development can spread between the islands. Several processors can work on differ-

ent subpopulations at the same time, and only occasionally synchronize with each other. The

result is a low degree of overhead from the parallelization at the same time as the efficiency of

the genetic algorithm is maintained.

Figure 2.5: The island genetic algorithm shown for two subpopulations or islands.

Figure 2.5 shows the sequence of steps in the genetic algorithm with the island model. As

all other genetic algorithms, it starts by generating a population of individuals. This population

is divided into several subpopulations. For problems requiring a large amount of work in the

generation of the individuals, it is possible to parallelize the generation of the population on

multiple processors. When the population is done, the main part of the program is started. This

is the part that runs in parallel. An island will run the genetic algorithm for each subpopulation.

The genetic algorithm on each island will run independent from the other islands for a number

of generations called an epoch. The evaluation, selection, crossover and mutation steps running
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on each subpopulation are identical to the ones described in Section 2.7.1. When the epoch is

over, the islands need to exchange individuals. There are several different schemes to determine

what individuals to move where. A common scheme is to select individuals at random with a

bias for individuals with a high fitness value. These individuals will then be moved to some other

island. The pattern they are moved in between the islands may be a complete graph, a grid in

some number of dimensions, a ring or some other pattern depending on what is best suited

for the problem and platform. When the migration is complete, the termination conditions are

checked. If they are not met, another epoch is started on the islands. This is repeated until the

conditions are met, and the program terminates.

2.7.2 Cholesky decomposition

Cholesky decomposition, also called Cholesky factorization, is a matrix decomposition used

in linear algebra. It is commonly used to solve systems of linear equations on the form Ax =

b, where A has to be a symmetric positive-definite matrix. When this requirement is not met,

there are other decompositions available. These decompositions are either more complex to

calculate or they have other requirements for the input matrix. Other applications of Cholesky

decomposition include non-linear optimization, Monte Carlo simulations and Kalman filters.

A = LL∗ (2.4)

Equation 2.4 shows the form of the Cholesky decomposition. A is the positive-definite input

matrix representing the problem. The matrix may contain both real and complex numbers. If

there are complex numbers present, the matrix must be a Hermitian positive-definite matrix.

L is the lower triangular matrix and L* is the conjugate transpose of L. For any A with only real

numbers L will only contain real numbers. This means that L* only needs to be the transpose

matrix of L, and the form will change as shown in :

A = LLᵀ (2.5)

a11 a12 . . . a1n

a21 a22 a2n

...
. . .

...

an1 an2 . . . ann




=

l11 0 . . . 0

l21 l22 0

...
. . .

...

ln1 ln2 . . . lnn





l11 l21 . . . ln1

0 l22 ln2

...
. . .

...

0 0 . . . lnn




(2.6)
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Equation 2.6 shows the individual items in the matrices from Equation 2.5. Cholesky de-

composition solves this equation by calculating each individual item in L and L*. Equation 2.7

and Equation 2.8 show formulas for calculating the value of each item.

For k from 1 to n lkk =
√√√√akk +

k−1∑
s=1

l 2
ks (2.7)

For j from k+1 to n l j k = a j k −
∑k−1

s=1 l j slks

lkk
(2.8)

Performance

The Cholesky decomposition algorithm is able to calculate the lower triangular matrix with a

complexity of n3/3, where n is the size of matrix A. This is twice as fast as the LU decomposition

algorithm which use 2n3/3 [21]. This complexity is useful because it enable us to calculate the

FLOPS of an application. In this thesis the FLOPS measurements will be used to evaluate the

performance of the application.
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Related work

This section highlights existing work related to subjects discussed in this thesis.

3.1 Heterogeneous multicore systems

As we are approaching the limits of performance and energy efficiency of multiprocessor sys-

tems. Amar Shan [22] addresses heterogeneous processors as a proposed solution. By utilizing

multiple heterogeneous cores, it is possible to overcome the limits of traditional multiprocessor

systems. A heterogeneous system can include GPGPUs along side their conventional processor

cores. Ryoo et al. [23] addressed the potential of general purpose computing on graphics pro-

cessing unit. They showed that GPGPUs deliver tremendous computational power and memory

bandwidth.

3.2 OpenMP Super Scalar (OmpSs)

Duran et al. [5] proposed OmpSs as an implementation of the task based programming model

[4]. It extends OpenMP with new directives to support running parallel tasks. The objective of

OmpSs is to extend OpenMP to support heterogeneous and asynchronous parallelism. It also

enables parallel programs to utilize accelerators like OpenCL in the model.

Lien et al. [24] performed a case study on the performance and energy efficiency of paral-

lelization with task based programming and vectorization. The experiments were run on both

Intel Sandy Bridge and ARM Cortex-A9 processors. Their work shows that both parallelization

through task based programming and vectorization can increase performance and energy effi-

ciency and that the nature of the problem and scheduling will affect the results.

23
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3.3 Genetic algorithms

Genetic algorithms were chosen as a test application because for the combination of paralleliz-

able steps and steps requiring synchronization. The applications of genetic algorithms are ad-

dressed by Tang et al. [25]. Exploration of the energy efficiency of genetic algorithms is interest-

ing because it also have applications in mobile devices. Sedaaghi et al. [26] explored the usage of

genetic algorithms for speech recognition. Whitley et al. discusses the use of several subpopula-

tions isolated on islands as an approach to parallelization of genetic algorithms. The technique

showed good results and has become the standard for parallelization of genetic algorithms.

3.4 Cholesky decomposition

George [27] addresses the parallelization of Cholesky decomposition on shared memory mul-

tiprocessor systems. Several approaches are addressed, and the promising column-Cholesky

algorithm has since become the normal approach for parallel Cholesky decomposition.
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Setup and Methodology

This chapter gives an overview of the software and methods used to collect data. The main

purpose of this is to be able to reproduce the experiments for further research in the area.

4.1 Software

This is the software used in for compiling and running the experiments used in this thesis. It is

included for the purpose of being able to reproduce the results.

Software Version

gcc 4.8.2

mcc & oclmmc 1.99.4

Nanos++ 0.9a

Mali OpenCL SDK 1.1.0

Table 4.1: ODROID-XU3 specifications

4.2 Compilation and running of applications

These are the commands used to compile the test applications used in this thesis. This section

contains all the compilers, flags and environment variables needed to compile and run the ge-

netic algorithm used in this thesis. The Cholesky decomposition is supplied with a Makefile for

compilation, and is not included.

Before running the OmpSs test applications, the arguments for the Nanos++ runtime envi-

ronment should be set. These are the values used in the execution of the test applications in this

thesis. The summary flag will make Nanos++ provide useful information about the execution,

it does not affect the execution itself and can be removed. The schedule flag will choose the

25



CHAPTER 4. SETUP AND METHODOLOGY 26

Serial genetic algorithm:
gcc simple_ga.c -std=c99

CPU only OmpSs genetic algorithm:
mcc island_ga.c -lgsl -lgslcblas -ompss -mfpu=neon

Manual OpenCL genetic algorithm:
mcc -c -Wall -I/home/rune/Mali_OpenCL_SDK_v1.1.0/include
-I/home/rune/Mali_OpenCL_SDK_v1.1.0/common -I. -lgsl
-lgslcblas -ompss -mfpu=neon ga.c -o ga.o
mcc ga.o -o ga -L/home/rune/Mali_OpenCL_SDK_v1.1.0/lib
-L/home/rune/Mali_OpenCL_SDK_v1.1.0/common -lOpenCL -lCommon
-lgsl -lgslcblas -ompss -mfpu=neon

CPU and OpenCL OmpSs genetic algorithm:
oclmcc ga.c ga.cl -lgsl -lgslcblas -ompss -mfpu=neon -std=c99

Table 4.2: Test

scheduler used by Nanos++. The Bottom Level Scheduler was used for all of the experiments in

this thesis.

NX_ARGS=’-summary -schedule=botlev’

The executables can be run with no flags.

4.3 Configuring processor cores

The processor cores of the Exynos 5422 can be turned on and off with the system running. Turn-

ing off a processor core is done by the operating system without the process running in that

processor noticing that it was moved. Because of this it is possible to run different parts of a

program in different processor configurations.

Turning on and off a processor core is done by writing wither a 0 or 1 to /sys/devices/sys-

tem/cpu/cpuN/online. Processor 0-3 are the 4 ARM Cortex-A7 cores. Processor 4-7 are the 4

ARM Cortex-A15 cores. It is not possible to turn processor 0 off by writing a 0 to the correspond-

ing file. Because of this it is left running in all experiments. In future work on the platform, other

methods for turning off processor 0 may be tried. This is an example of a command that will

turn off processor 5:

sudo bash -c ’echo 0 > /sys/devices/system/cpu/cpu5/online’
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4.4 Performance measurement

In the experiments used for this thesis, execution time was used as the primary metric for per-

formance. While running the experiments, the POSIX function gettimeofday() is used before

and after running the region of interest. The time difference is a used as a measurement of how

good the performance is.

4.5 Energy measurement on ODROID-XU3

As elaborated in Section 2.6.1, the ODROID-XU3 features four current sensors. These current

sensors are used to monitor the current flow to the four large large cores, the four small cores,

the GPU and the memory respectively. In addition to the current sensors, it is possible to read

the supply voltage to each of these components. Based on these sensor readings, we can calcu-

late the power consumption of each of the components in real time while running our applica-

tions, as shown in Equation 4.1. Using this scheme for power measurement, we can get readings

with high precision of each component. The results will show how the consumption varies with

different application configurations both for the application as a whole and for different stages

of execution.

Power (W at t ) =Cur r ent (Amper e)×V ol t ag e(V ol t ) (4.1)

There is no way to avoid affecting performance with the energy measurements. To keep

accuracy high with minimal interference with the problem execution, a delay of 200ms between

each measurement was used. This was because test runs of the experiments showed that shorter

delays would start to affect the performance too much. The reason for the energy measurements

affecting the processor is that the program collecting the data runs on the CPU.
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Implementation

This section describes the Implementation of the genetic algorithm and Cholesky test applica-

tions, using OmpSs and OpenCL.

5.1 Genetic algorithm

A genetic algorithm is one of the two test applications for this thesis. It was chosen because it is

a problem that includes both steps requiring synchronization and asynchronous steps that are

highly parallelizable. This makes the problem interesting because the size of the parallel part

may affect the performance gain or loss by utilizing different parallelization techniques.

Two different versions of this test application were implemented from scratch. A canoni-

cal genetic algorithm implementation made by John LeFlohic for use in education at Stanford

University was used as a reference for the implementations [28]. The first is a CPU only OmpSs

implementation which runs on between one and all of the available processor cores. The sec-

ond is an CPU and OpenCL OmpSs implementation which can run the fitness evaluation for the

whole population as a highly parallel OpenCL kernel, while the generation of the next genera-

tion of individuals is done in parallel on the available CPUs.

5.1.1 Problem and solution encoding

Any genetic algorithm needs to have a problem to solves. In this thesis, the interesting aspect

of the genetic algorithm is not the problem it solve. A simple problem called one maximum

was used. In one max, the goal is to create a perfect individual containing only 1s. The perfect

individual is shown in Figure 5.1b.

28
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(a) A random individual. (b) The perfect individual.

Figure 5.1: A random and the perfect individual from the one max problem used in the genetic
algorithm test application. In this example, each gene is a number between 0 and 3, and the
chromosomes are eight genes long.

5.1.2 OmpSs implementation using the CPUs only

As discussed in Section 2.7.1 the island model can achieve good results even when running on

a single processor. It also offers a way to parallelize genetic algorithms with little overhead.

Because of these advantages the model was chosen for the OmpSs task based implementation.
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(a) The steps from the genetic algorithm that is run
in each task. One task is one generation of the ge-
netic algorithm executed on the islands subpopu-
lation.

(b) The program flow of tasks shown in the genetic
algorithm in Figure 5.2a.

Figure 5.2: The program flow of the OmpSs genetic algorithm test application. This version uses
only the CPUs in parallel using the island model. Two islands and an epoch length of 5 gener-
ations are shown in the figure. In the test application these parameters are varied as needed.

Figure 5.2 shows the program flow of the OmpSs genetic algorithm implementation using

only the CPUs. It implements the algorithm that is shown in Section 2.7.1 with OmpSs tasks.

Different numbers of islands were tested, and the results showed that there should be two is-

lands for each available processor core. This is to allow there to be a pool of tasks at any time for

the workers to execute. This way the big cores can’t complete their own island long before the

small cores and waste processor time waiting necessary. The results of these tests are presented

and discussed in greater detail in Section 6.1.2. The program will first create a random popu-

lation. It will then initialize the OmpSs tasks for running one epoch of the genetic algorithm,

shown as T1 to T5 in Figure 5.2a. Each island will have a chain of OmpSs tasks running with

it’s subpopulation as input and output. Each task is a generation of the genetic algorithm, run-

ning all the steps shown in Figure 5.2b. OmpSs will then distribute these tasks to the available

processor cores. After all tasks have been completed, there will be a phase where individuals

migrate between the subpopulations. In the end, we check the best fitness and compare it to

the target fitness to determine if the program should terminate. Until this check succeed, or the

max number of generations is reached, the program will continue to run series of generations.
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The genetic algorithm will operate with sub populations contained on islands. In the figure,

two islands are shown, this is a number set on the start of the program and will be equal to the

number of processors utilized. The chain of tasks on each island is independent of all the other

chains. This allows the parallel execution on each processor core to be completely indepen-

dent of each other with no synchronization. The performance of the program can scale well on

parallel machines.

Between each synchronization, migration and check of the algorithms completion condi-

tions, each subpopulation will run several generations. The number of generations between

each synchronization is a parameter that can be varied. In Figure 5.2 the number is set to 5.

There are two reasons for executing several generations in each iteration. In this thesis, hetero-

geneous processors are central. OmpSs can evaluate what processor cores to use for different

tasks. If there was only one task running on each island the high performance ARM Cortex-A15

cores would complete their task earlier than the slower ARM Cortex-A7 cores, and performance

and energy would be wasted waiting for the slower cores to complete their tasks. By running

several tasks, each executing a single generation, OmpSs can assign more generations to the

high performance cores. The other reason is the overhead of running in parallel. There is an

overhead each time the processors have to wait for all other processors to complete their tasks.

By handing out more work at a time, there is more work done between each time this overhead

occur.

5.1.3 OmpSs implementation using the CPUs and GPU with OpenCL

The fitness evaluation in genetic algorithms is independent for each individual. This means

that highly parallel processors, like graphics processing units, can calculate fitness values for an

large part of a population in parallel. OmpSs supports multiple implementations of tasks, and

an implementation with both CPU and GPU tasks for running the fitness evaluation was used to

explore the energy efficiency of this. OmpSs runs either the CPU or the GPU implementation of

the tasks, based on the performance gain of running on the GPU and the overhead of switching

to the GPU.

The island model for genetic algorithms used in the pure CPU implementation is not used

in the OpenCL implementation. The reason is that there is only a single GPU, and the program

needs to synchronize all CPUs every generation to do the fitness evaluation. With synchroniza-

tion in every generation, the advantages of the island model are all gone.
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Figure 5.3: The program flow of the OmpSs and OpenCL genetic algorithm test application.

Figure 5.3 shows the program flow of the OmpSs genetic algorithm implementation using

OpenCL. The OpenCL implementation works like the pure CPU implementation, but it is al-

tered to utilize the GPU. To achieve this, the subpopulations and islands are gone in favor of of

less synchronization. The entire population is evaluated in one OpenCL task. The evaluation,

selection and mutation are still running in parallel as CPU OmpSs tasks.

The algorithm will first create a random population. When the population is ready, the pro-

gram will start running generations. Each generation has three steps.

First the current population needs to have it’s fitness values calculated. This implemented

as both a CPU and GPU task, and OmpSs will select which one to run. The chosen task imple-

mentations will evaluate the fitness value of each individual.

When the fitness evaluation is completed, the next generation of individuals is generated. To

utilize all the processor cores, one OmpSs task for each available core is created, each generating

a part of the next generation. In Figure 5.3, there are six available processor cores, and six tasks

creating a sixth of the next population are created.

The last step in each generation is to check if the conditions for ending the genetic algo-

rithm are met. Either a sufficiently good individual has to be found, or the maximum number
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of generations has been reached. If the conditions are not met, the program will start another

generation.

5.2 Cholesky decomposition

The implementation of the Cholesky decomposition application is from the Barcelona Super-

computing Center’s example applications [29]. It was written for Intel based experiment plat-

forms, as they used Intel Math Kernel Library (mkl). For usage in this thesis, the application was

modified to be able to run it on the ARM based Odroid-XU3 platform. Calls to mkl were replaced

with equivalent calls to two compatible libraries CLAPACK and CBLAS [30]. No further changes

were made to the Cholesky decomposition application. Both LAPACK and BLAS were compiled

and optimized for the test platform to achieve high performance.

The Cholesky decomposition applications implement the formulas from Equation 2.7 and

Equation 2.8. A simple way to run this as an OmpSs application is to do the calculation of each

item as an OmpSs task. As seen in the formula for the items, they have many dependencies.

This can be implemented in OmpSs as input dependencies, and each task must have the item it

calculates as an output dependency.

In the application used in this thesis tiles of items are used. Each tile is a sub matrix of A,

with some tile size ts that is sent to the application when it is run. Tiles are used because of

the overhead of running too many small tasks. When OmpSs tasks require just a small amount

of processor time, the processor time spent on scheduling will be significant enough to affect

the overall performance. By assigning the calculation of several matrix items belonging to a

tile as a single OmpSs task, the overhead of scheduling the task occur fewer times. Each task

will have the dependencies of all items in the tile, and when all dependencies are resolved the

tile is put in the ready queue.When all tiles have been completed, the L matrix is done. Four

linear algorithms, potrf, trsm, gemm and syrk, are used. The linear algorithms are available in

the LAPACK and BLAS math libraries. Listing 5.1 shows the linear algorithms with the OmpSs

annotations used, as well as the basic algorithm calling on them in function cholesky_blocked.

Listing 5.1: The tiled Cholesky decomposition algorithm.

#pragma omp task inout([ts][ts]A)

void omp_potrf(double * const A, int ts, int ld) { ... }

#pragma omp task in([ts][ts]A) inout([ts][ts]B)

void omp_trsm(double *A, double *B, int ts, int ld) { ... }

#pragma omp task in([ts][ts]A) inout([ts][ts]B)

void omp_syrk(double *A, double *B, int ts, int ld) { ... }
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#pragma omp task in([ts][ts]A, [ts][ts]B) inout([ts][ts]C)

void omp_gemm(double *A, double *B, double *C, int ts, int ld) { ... }

void cholesky_blocked(const int ts, const int nt, double* Ah[nt][nt])

{

for (int k = 0; k < nt; k++) {

// Diagonal Block factorization

omp_potrf (Ah[k][k], ts, ts);

// Triangular systems

for (int i = k + 1; i < nt; i++) {

omp_trsm (Ah[k][k], Ah[k][i], ts, ts);

}

// Update trailing matrix

for (int i = k + 1; i < nt; i++) {

for (int j = k + 1; j < i; j++) {

omp_gemm (Ah[k][i], Ah[k][j], Ah[j][i], ts, ts);

}

omp_syrk (Ah[k][i], Ah[i][i], ts, ts);

}

}

#pragma omp taskwait

}
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Result and Discussion

This chapter covers the results from the two test applications. The genetic algorithm is run with

several different configurations of the system using the small and big processor cores as well

as the GPU. The Cholesky decomposition application is run with several configurations of the

system using the small and big processor cores, but not the GPU. All the results are discussed

with focus on what causes the results and what conclusions can be drawn from them.

6.1 Genetic algorithm

This section cover the results and discussion of the genetic algorithm application.

6.1.1 Serial implementation

To explore the overhead of running OmpSs, a simple serial genetic algorithm implementation

was compared to the island model genetic algorithm implementation using OmpSs. The exper-

iment was run with one ARM Cortex-A7, four ARM Cortex-A7s, and all four ARM Cortex-A7s and

ARM Cortex-A15s.

35
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Figure 6.1: Execution time comparison between the plain C serial GA implementation and the
island style parallel OmpSs implementation.

Figure 6.1 compares the results of the serial genetic algorithm implementation and the par-

allel OmpSs implementation. When running only a single ARM Cortex-A7, the OmpSs tasks can

not run in parallel. This mean that the serial implementation has higher performance because

of the time spent by OmpSs. The overhead caused by the runtime environment is 8.3%.

When our ARM Cortex-A7 cores are available, the OmpSs version can run tasks in parallel.

The performance of the OmpSs version is four times higher than the serial version. This shows

that OmpSs can parallelize a program efficiently. It is also worth noting that the serial version is

experiencing a speedup of 1.13. This is because there are multiple processors available for other

processes like the energy data collector and the operating system.

When the ARM Cortex-A15 cores are available there is a large speedup for both the serial

and parallel implementations. The serial implementation can run on an ARM Cortex-A15 core.

This gives a speedup of 2.8 compared to running with four ARM Cortex-A7 cores available. The

parallel version is also experiencing a speedup when the number of available cores is increased.

It is 2.6 times faster than the serial version.

6.1.2 OmpSs

This section covers the results of the genetic algorithm application running on the eight CPU

cores using OmpSs.
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Utilizing heterogeneity

Experiments with different configurations for the islands in the island model genetic algorithm

were run. Figure 6.2 shows the two most interesting configurations.

Running one island per core was the most obvious strategy to run. With this configuration

each OmpSs worker will run it’s own island. The first four results running 1-4 ARM Cortex-A7

processor cores are scaling well with the added cores. When making the application run on a

heterogeneous set of cores by making the ARM Cortex-A15 cores available, there is a sublinear

speedup. This is because the ARM Cortex-A15 cores are completing their tasks a lot faster than

the slower ARM Cortex-A7 cores. During each epoch of the genetic algorithm, there will be lost

processing time on the large cores.

A solution to this is to divide the genetic algorithm into more tasks. This is done by creating

two islands for each available core. Each time a worker complete a task, it will get a new one from

the task queue. This allows OmpSs to balance the work by assigning more tasks to the large

cores. The tasks from each island are run in parallel distributed out between large and small

cores. The tasks are executed in a breadth first order, which makes all tasks in an epoch able to

complete at about the same time. This eliminates the issue of fast cores spending much time

waiting for slower cores to complete their work. Figure 6.2 shows that this island configuration

greatly increase the performance scaling when adding high-performance cores.

Figure 6.2: Filler

There are other possible alternatives for utilizing the heterogeneous processor that were not

explored in this thesis. It is possible to adjust the population size on each island to assign a larger
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amount of work to the high-performance cores. This could be done by either testing different

configurations and finding suitable ones or dynamically adjust the populations based on the

islands current performance. It is also possible to have different epoch length for the islands run

by the high-performance cores. This would be able to utilize the Bottom level-aware scheduler,

discussed in Section 2.3, to make sure the large cores are assigned the islands with the longest

epochs. Suitable sizes for the epochs can either be found by running experiments ahead of time

or dynamically. Other strategies for utilizing the heterogeneity can most likely be found.

Because it had the best results, two islands per core is used for the rest of the thesis.

Performance

(a) Average execution time for each generation for
different processor configurations.

(b) Average generations per second for different
processor configurations.

Figure 6.3: The performance of the island model genetic algorithm running in parallel using
OmpSs with different processor configurations. The graphs present the same data in two differ-
ent ways. Figure a) is included to show the relation between the performance and the energy
data in Figure 6.4, Figure 6.5 and Figure 6.6. Figure b) shows the performance scaling of the
parallel application.

Figure 6.3 shows the performance of the island model genetic algorithm running with different

configurations of the processor cores.

An interesting result here is that the performance gain of going from one to two ARM Cortex-

A7 cores is more than doubled. The performance increase by adding a single core is 147%, which

is a lot better than a linear scaling that would only yield an increase of 100%. The super linear

performance scaling is also present when adding the two next cores, increasing performance

with 52% and 38% respectively, opposed to the 50% and 33% increase expected with linear scal-

ing. A likely reason for this super linear scaling is that there are other processes running on the

system. It is also possible that the extra cache introduced by the other cores decrease cache

misses, improving performance even more. The energy measurements are running in the back-

ground, as well as all actions done by the operating system. By spreading the work load on more

processor cores, these other processes require a smaller percentage of the systems available pro-
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cessing power. The performance scaling well also show that OmpSs is parallelizing the program

in an efficient way without a large overhead.

When the high-performance ARM Cortex-A15 cores are turned on, the performance keep

scaling well. The super linear scaling of performance is not surprising here, as processing power

is increased faster than the number of processors is increased. It shows that OmpSs can utilize

the fast processor cores by assigning more tasks to them. This way of utilizing the heterogeneity

of the Samsung Exynos 5 system on a chip was the goal of this application. Running on all eight

processor cores is 2.5 times faster than running on only the small cores.

Power

Figure 6.4: Average power consumption while running the island model genetic algorithm ap-
plication on the CPU with different processor configurations. The power consumption of the
four ARM Cortex-A7 cores, the four ARM Cortex-A15 cores, the ARM Mali-T628 and the mem-
ory is shown.

Figure 6.4 shows the power consumption of the components of the system with energy sensors

available. The measurements are the average values while running the island style genetic algo-

rithm with different processor configurations.

As expected the lowest power consumption is found when all but one energy efficient ARM

Cortex-A7 core is turned off. This mean that if the system needs to be left on without performing

any particular task, this configuration is the most effective. This is useful for systems like mobile

phones that are left idling for long periods because the user want long battery life.
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As expected the measurements show that the power increase when more cores are used.

They also show that the power does not increase linearly when adding more cores. For each

ARM Cortex-A7 core that is turned on, there is an increase of power, but the average power per

core goes down. The power of running on all four ARM Cortex-A7 cores is 2.9 times the power

of running on only one. Also, the other components of the system are also drawing power. The

measurements show that the power consumption of the ARM Cortex-A15 cores, ARM Mali-T628

GPU, and the memory is not affected by the number of ARM Cortex-A7 cores that are used. The

power increase of running on four cores is 111% compared to running on only one.

Turning on an ARM Cortex-A15 core drastically increase the power consumption of the sys-

tem. There was a power consumption by these cores when they where off, but turning on one of

the cores increase the power 18.9 times. Turning on more of the ARM Cortex-A15 cores increase

the power consumption further, but not as much as turning on the first one. This shows that the

processor cores share parts of the system that will draw power some amount of power when one

or more of the cores are used. It can be more efficient to run on all of the large cores for a short

period before turning them off, rather than just using some of them.

When varying the number of ARM Cortex-A15 cores, the power consumption of the ARM

Cortex-A7, ARM Mali-T628, and the memory is not affected.
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Energy

Figure 6.5: Average energy consumption of each generation while running the island model
genetic algorithm application on the CPU with different processor configurations. The energy
consumption of the four ARM Cortex-A7 cores, the four ARM Cortex-A15 cores, the ARM Mali-
T628 and the memory is shown.

Figure 6.5 shows the average energy consumption of executing a single generation of the island

style genetic algorithm experiments. The energy efficiency of the experiment is shown through

these data. These results are the amount of energy required to run the application for each

different processor configuration. The results are calculated as the product of the execution

time from Figure 6.3 and the power from Figure 6.4.

Both the power consumption and performance scaled very well with more ARM Cortex-A7

cores added. Because of this we also see that the energy efficiency get better when more of them

are added. As can be seen from the size of the other components energy consumption, the

unused big cores, GPU and memory represent a larger portion of the total energy consumption

when running on fewer cores. This is because they are left drawing power for a longer time. The

best energy efficiency for the system is found when running on the four ARM Cortex-A7 cores,

with all the ARM Cortex-A15 cores turned off.

When the big cores are turned on, the energy consumption increase a lot. Using only one

ARM Cortex-A15 core is consuming less energy than running on two or three ARM Cortex-A15

cores. This is because the energy efficient ARM Cortex-A7 cores are doing a lot of the work ef-

fectively. The best energy efficiency while running with ARM Cortex-A15 cores is when running
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all four of them, with a margin of 2% compared to running with one ARM Cortex-A15 core. Run-

ning on all eight cores consumes 2.3 times the energy of running on only the four small cores.

For a user, it can be more important to have high performance than to save energy in many

situations. In such situations, the user can increase energy consumption by 2.3, to gain the 2.5

times increase in performance found in Figure 6.3. This ability to choose between performance

and energy efficiency as necessary is a strong argument for utilizing heterogeneous processors.

Energy delay product

Figure 6.6: Average energy delay product of each generation while running the island model
genetic algorithm application on the CPU with different processor configurations. The energy
consumption of the four ARM Cortex-A7 cores, the four ARM Cortex-A15 cores, the ARM Mali-
T628 and the memory is shown.

Figure 6.6 shows the energy delay product of the island style genetic algorithm experiments.

It serves as a way to compare the performance trade off from running on the energy efficient

processor configurations. The results are the product of the execution time from Figure 6.3 and

the energy from Figure 6.5.

The results show that there are two feasible options with energy delay products really close

to each other. The other processor configurations lack the energy efficiency or performance to

compete with them. The two options are running on all four ARM Cortex-A7 cores and running

on all eight ARM Cortex-A7 and ARM Cortex-A15 cores. The energy delay product of all eight

cores is 8% higher than that of the four small cores. While running on all eight cores results
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in the best energy delay product, the close results show that there is a choice to be made. For

applications where either performance or energy efficiency is more important than the other,

different processor configurations would be optimal.

6.1.3 OmpSs with and without OpenCL

A GPU can run code highly parallel OpenCL code. In this section, dual implementations of the

fitness evaluation step of the genetic algorithm are explored. OmpSs runs the fitness evaluation

on either the GPU as an OpenCL implementation or the CPU as conventional C.

Performance

As discussed in Section 2.6.1, the Samsung Exynos 5422 feature a heterogeneous cooperations

between the GPU and CPU. This allows running OmpSs tasks with multiple implementation

that can run on the CPU or GPU from the same shared memory. A modified version of the

OpenCL genetic algorithm, implemented with conventional OpenCL with data transfer over the

bus was used to get explore to the efficiency of using the shared memory for data transfer. The

genetic algorithm spent 2.1 seconds on memory operations and data transfer per generation.

When increasing the fitness evaluation complexity, it scaled just as well as the OmpSs version

using the shared memory for data transfer, but the large overhead of data transfer shows the

advantage of the heterogeneous properties of the Samsung Exynos 5422.

It is worth noting that OmpSs was easy to get working with the dual implementations from

a programmers point of view. The development of the dual implementation OpenCL code was

faster than the development of the conventional OpenCL with data transfer code.
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Figure 6.7: Average execution time for each generation while running the genetic algorithm with
and without utilizing OpenCL. One implementation uses only a CPU task to run the fitness eval-
uation, while the other has dual OmpSs implementations for SMP and OpenCL.

Figure 6.7 shows the average execution time of each generation of the genetic algorithm. The

results are from multiple genetic algorithm executions with a different computational complex-

ity of the fitness evaluation. The fitness function used in the result on the far right require 1000

times more processor time than the one on the far left.

The results show that for the simplest fitness function, the CPU-only version of the genetic

algorithm is 11% faster than the version utilizing dual implementations for the CPU and GPU.

With this fitness complexity, the CPU is working faster than the GPU because there is an over-

head of using the GPU. The rest of the results have more complex fitness functions that are exe-

cuted faster on the GPU than on the CPU. For these results, the dual implementation version is

performing better than the pure CPU version. The higher the complexity of the fitness evalua-

tion, the higher the performance advantage of the dual implementation version gets. Around a

fitness complexity of 1000 the scaling stabilized, and for larger complexities the dual implemen-

tation version was consistently about four times faster than the smp version.
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Power and energy

Figure 6.8: Average power for the ARM Cortex-A7 cores, ARM Cortex-A15 cores, ARM Mali-T628
GPU, and the memory while running the genetic algorithm with and without utilizing OpenCL.
One implementation uses only a CPU task to run the fitness evaluation while the other has dual
OmpSs implementations for smp and OpenCL.

Figure 6.8 shows the average power consumption of the genetic algorithm experiments using

OpenCL. The data shown here are from the runs with a fitness complexity of 1000. The data was

almost identical for all the different runs, but with significantly lower power for the GPU in the

OmpSs + OpenCL implementation when the fitness complexity was lower. This is because more

time is spent with the GPU idle when the fitness is not very complex, allowing the average power

consumption to be lower.

With the exception of the GPU, all components draw the same power in both versions within

an error of 4.3%. The only significant difference is that the GPU draws 5.9 times as much power

when the OpenCL implementation is used. As the power consumption of the GPU is small com-

pared to the rest of the system, there is not a large power overhead by using the GPU. The effect

of this is evident in Figure 6.9.
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(a) Average energy consumption while running
the genetic algorithm with and without utilizing
OpenCL.

(b) Average energy delay product while running
the genetic algorithm with and without utilizing
OpenCL.

Figure 6.9: Average energy consumption and energy delay product while running the genetic
algorithm with and without utilizing OpenCL. One implementation uses only a CPU task to run
the fitness evaluation while the other has dual OmpSs implementations for smp and OpenCL.

Figure 6.9a shows the energy consumption of the two implementations for different fitness

evaluation complexities. The results are the product of the execution time from Figure 6.7 and

the power from each run like the ones shown in Figure 6.8.

The consequence of the small variation in power is that performance is important. The en-

ergy consumption and energy delay product follow the same scaling as the performance. The

smp only implementation uses less power, but the performance advantage of the smp + OpenCL

implementation far overpowers this.

The results show that for many genetic algorithm problems where the fitness evaluation re-

quire significant processor time, utilizing the GPU is good for both performance and energy

efficiency.
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6.2 Cholesky decomposition

This section present and discuss the results from the Cholesky decomposition experiments. The

Cholesky decomposition is divided into tasks by dividing the matrix into tiles that can be calcu-

lated in parallel as described in Section 5.2.

Performance

(a) Average execution time for the OmpSs
2048x2048 Cholesky decomposition for differ-
ent processor configurations.

(b) Average GFLOPS for the OmpSs 2048x2048
Cholesky decomposition for different processor
configurations.

Figure 6.10: The performance of the OmpSs 2048x2048 Cholesky decomposition running in par-
allel using OmpSs with different processor configurations. The graphs present the same data in
two different ways. Figure a) is included to show the relation between the performance and the
energy data in Figure 6.11, Figure 6.12 and Figure 6.13. Figure b) shows the performance scaling
of the parallel application.

Figure 6.10 shows the performance of the Cholesky decomposition test application running on

different processor configurations.

It is interesting to observe that the performance scaling when running on one to four ARM

Cortex-A7 processors is super linear. The performance is increased by 140% when going from

one to two processor cores rather than just being doubled. The performance increase from

adding a third and fourth processor core is barely higher than linear. This is the same perfor-

mance scaling as observed for the genetic algorithm. As discussed in the performance discus-

sion in Section 6.1.3, this is caused by the extra processor cores sharing the load of running other

tasks on the ODROID-XU3.

When the ARM Cortex-A15 cores are turned on, there is a large increase in performance.

Each added core increase the throughput with close to 0.17 GFLOPS. This linear scaling shows

us that the application is utilizing the available processing power well.

The performance scaling shows that each ARM Cortex A15-core contribute about as much

processing power as the four ARM Cortex-A7 cores combined. This is a lot better than the scaling

found while running the genetic algorithm experiment, where each big core contributed only
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59% of the combined performance of the small cores. This shows that the Cholesky decompo-

sition application utilizes the heterogeneous processor a lot better then the genetic algorithm.

Other ways of parallelizing the genetic algorithm can possibly utilize the combination of big and

small cores better.

Power

Figure 6.11: Average power consumption while running the 2048x2048 Cholesky decomposition
application on the CPU with different processor configurations. The power consumption of the
four ARM Cortex-A7 cores, the four ARM Cortex-A15 cores, the ARM Mali-T628 GPU and the
memory is shown.

Figure 6.11 shows the power consumption of the components of the system with energy sensors

available. The measurements are the average values while running the Cholesky decomposition

experiments with different processor configurations. All the results are very close to the results

found in the power discussion in Section 6.1.2. This shows us that the system has a very similar

power consumption even though the tasks being run differ. See the discussion in Section 6.1.2

for an analysis of the power consumption.
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Energy

Figure 6.12: Average energy consumption of a full execution of the 2048x2048 Cholesky decom-
position application on the CPU with different processor configurations. The energy consump-
tion of the four ARM Cortex-A7 cores, the four ARM Cortex-A15 cores, the ARM Mali-T628 and
the memory is shown.

Figure 6.12 shows the amount of energy spent on average executing the Cholesky decomposi-

tion application. The results are calculated as the product of the execution time from Figure

6.10a and the power from Figure 6.11.

The performance scaled linearly when adding more small cores and linearly when adding

more big cores. The power of the system however, had a large overhead by turning on just some

large cores or just some small cores. This affects the energy results, and cause there to be only

two options that are viable to use for energy efficiency. Running on all four ARM Cortex-A7

cores is the most energy efficient option. This mean that if performance is not an issue, there

is no reason to run any other processor configuration. Running all eight cores is less energy

efficient than running on only the small cores, consuming 17% more energy. The difference is

not great, and situations can occur where the small decrease in energy efficiency can be worth

it for the increase in performance. Because of this, running on all eight cores can’t be dismissed

as a feasible compromise between energy and performance.

It is worth noting that these are the same processor configurations that were found to be

viable options for running the genetic algorithm application. The Cholesky decomposition ap-

plication has a lot closer energy results for the big and the small cores. This is because of the way

the Cholesky decomposition application had better performance scaling with the big cores.
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Energy delay product

Figure 6.13: Average energy delay product of a full execution of the 2048x2048 Cholesky decom-
position application on the CPU with different processor configurations. The energy consump-
tion of the four ARM Cortex-A7 cores, the four ARM Cortex-A15 cores, the ARM Mali-T628 and
the memory is shown.

Figure 6.13 shows the energy delay product of running the Cholesky decomposition application.

It serves as a way to compare the performance trade off from running on the energy efficient

processor configurations. The results are calculated as the product of the execution time from

Figure 6.10a and the power from Figure 6.12.

The results shows that for each added core, the energy delay product is better. This shows

that the energy efficiency advantage of the ARM Cortex-A7 cores is not great enough to over-

come the performance increase from utilizing the ARM Cortex-A15 cores. When running the

Cholesky decomposition application, all eight cores should be used if a balance between per-

formance and energy efficiency is the objective.

The results are significantly different from the genetic algorithm application. For the genetic

algorithm, the energy delay product of running on the four small cores was close to that of run-

ning on all eight. The difference is caused by the large increase in performance when the large

cores are used in the Cholesky decomposition application. It is still interesting to see that for dif-

ferent application different processor configurations can be chosen under some circumstances.
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Conclusion

In this thesis, the energy efficiency and performance of OmpSs task based programming on

heterogeneous systems was evaluated. Experiments with a genetic algorithm application and a

Cholesky decomposition application were run on an ODROID-XU3 featuring a Samsung Exynos

5 heterogeneous multiprocessor. The experiments were run on different combinations of en-

ergy efficient ARM Cortex-A7 processor cores, high performance ARM Cortex-A15 processor

cores and a ARM Mali-T628 GPU. The results show that it the ability to vary what processors

to use can be effective in achieving different goals for different applications. For applications

with large enough parallel parts, GPGPU can be utilized for a dramatic increase in both perfor-

mance and energy efficiency. For other applications execution on small energy efficient cores

is preferable over high performance cores when energy efficiency is the most important. When

performance is an objective it is possible to trade energy efficiency for increased performance.

The results showed that OmpSs task based programming is a feasible model for programming

heterogeneous systems. The overhead of running OmpSs was found to be small, and task based

programming was able to abstract the parallelization of the application from most of the devel-

opment. The ability to dynamically run tasks with multiple implementations on either a GPGPU

or a CPU is a big advantage of OmpSs, allowing programs with this complex parallelization to

be implemented much simpler.

7.1 Performance and energy efficiency

The small ARM Cortex-A7 cores deliver just a fourth of the performance of the big ARM Cortex-

A15 cores. The big cores does however consume 6.6 times more power. This mean that it is

possible to trade energy efficiency for performance on such systems as the Samsung Exynos

5. Applications with performance as the primary objective can run on all eight ARM Cortex-

A7 and ARM Cortex-A15 cores. Applications with energy efficiency as the primary objective can

run on the four energy efficient ARM Cortex-A7 cores. This way it is possible to develop dynamic

systems that choose what processors to utilize based on needs.

51
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Multiple implementations of OmpSs tasks allow for utilization of GPGPUs. The performance

increase from using the GPGPU is large for many applications. The Samsung Exynos 5422 uses

the GPGPU as a special core in the heterogeneous system, resulting in a low overhead of using

the GPU. This great performance increase together with the low power of the GPU gives it ex-

cellent energy efficiency. Applications can run with better energy efficiency using OmpSs tasks

running on a GPU.

7.2 Heterogeneous multi-processors and the task based program-

ming model

The complexity of developing parallel programs for heterogeneous systems is high for conven-

tional development. OmpSs is a proposed model for lowering this complexity by using the

scheduler to dynamically manage the parallel execution. The scheduler is able to manage tasks

and their dependencies and execute the applications on the available workers. The use of small

and big cores is not an issue the programmer have to address since this task can be solved dy-

namically by the scheduler. Tasks also support multiple implementations for different devices.

Creating programs that dynamically run in parallel on both available CPUs and GPUs is complex

and require much special purpose code, OmpSs creates an abstraction from this task and allow

this kind of development to be much easier. The performance and energy overhead of running

OmpSs is low, and for many purposes the dynamic parallelization can give better results. Task

based programming with OmpSs was found to be a feasible solution to implementing parallel

programs on heterogeneous systems.
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